
Libby Amphibole RfC Calculation
Bob Benson  to: brattin, Chris weis, Wendy OBrien, Helen Dawson 11/07/2008 10:45 AM

From:

To:

Bob Benson/R8/USEPA/US

Bill Brattin, Chris weis, Wendy OBrien/EPR/R8/USEPA/US, Helen Dawson/EPR/R8/USEPA/US

After some dialog with Bill and a previous question from Chris, I have another version of the calculation of the
Point of Departure in Appendix B.  The issue is the adjustment from the LEC05 or BMDL05 to continuous
exposure (24 hours/day, 365 days/year).  Recall that the UC exposure reconsstruction assumed that each
individual was in the facility for his work shift 7 days/week for 365.25 days/year.  Somehow the calculated
value from the UC exposure reconstruction has to be adjusted for the time not in the facility.  [We are ignoring
the issue of taking Libby Amphibole home in vehicles and clothes for the present time.]  In the previous
version I had adjusted the UC values by 5/7 to get to a 5 day work schedule and then did the correction using
the geometric mean of the 3 most probably work shedules to adjust to continuous exposure.  Bill and Chris
questioned the 5/7.

I had attached an alternative calculation (still using geometric mean) but using a step wise calculation to 365
days/year and to 24 hours/day.  The changes are in the section called "Calculation of the POD from the..." on
pages 5 and 6 of the attached file.  Please review and let me know if you agree with this version or the
original.  The new POD is higher and thus the RfC would be higher.


APPENDIX B. EPA Evaluation of Exposure-Response from Marysville Cohort


EPA traditionally has used the NOAEL/LOAEL approach to characterize the exposure-response relationship for the chemical assessed in the IRIS Program.  More recently EPA has used benchmark dose analysis when appropriate data are available.  These approaches use grouped exposure and response data.  Analyses using individual exposure and health outcome data have rarely been used because appropriate individual human exposure and response data are usually not available.  For the Marysville cohort, however, individual exposure and health outcome results are available and a more comprehensive analysis is possible.  This type of analysis generally has more statistical power since it can take advantage of more information on each study subject and allows for more accurate statistical control over potential confounders that may distort the results.



Non-linear regression models that provide both a slope and standard error of the slope with provision for handling censored data include maximum likelihood estimation (MLE) regression, logistic regression, and Cox proportional hazards regression.  Preliminary results using these three different models provided comparable results.  As the Cox proportional hazards regression is widely used and accepted (Tableman et al., 2004), this model was used for the detailed analysis of the data from the Marysville cohort.



EPA Region 8’s analysis used only data on individuals who reported no previous occupational exposure to asbestos (n = 252).  This approach was selected to minimize bias.  The data for each worker included the following: cumulative exposure to Libby Amphibole (fibers-yr/cc) based on detailed worker job history, average concentration of exposure to Libby Amphibole (fibers/cc) based on detailed worker job history, hire date, age at first exposure, body mass index, smoking history, date and age at time of health examination, and sex.  The Excel spreadsheet of these data is available on request.


Statistical analysis of the individual data was conducted using R software (R Development Core Team, 2008).  Benchmark dose analysis was conducted with EPA software (version 1.4.1c).


Calculations using Cumulative Exposure (fibers-yr/cc)

Cox Regression Evaluation


Analysis using the full model showed that cumulative exposure to fibers was statistically significant (p = 1.6E-13, based on n = 252) but other covariates were not (smoking history, p = 0.94; body mass index, p = 0.26; and sex, p = 0.13; based on n = 218 because of some missing values for body mass index).  Up to two-way interactions among these variables were also not significant as determined by the step Akaike information criterion.  Accordingly, these other covariates were not included in further analysis.  The best fitting model result based on r2 used the hire date for time of first exposure and no stop or follow-up time.  The slope (beta) was 0.196 (fiber-yr/cc)-1 and the robust standard error was 0.0210 (fiber-yr/cc)-1 with r2 = 0.203.  Analysis of dfbeta residuals showed the presence of one or two influential observations.  All other residual tests showed no outliers or proportional hazard assessment (PHA) violations.  Reanalysis with the two influential observations excluded improved the fit (r2 = 0.227) and gave a slope of 0.215 (fiber-yr/cc)-1 and a robust standard error of 0.0184 (fiber-yr/cc)-1.  From these results the EC05 is 0.232 (fiber-yr/cc) [0.05/0.215] and the LEC05 (95% lower confidence limit) is 0.204 (fiber-yr/cc) [0.05/ (0.215 + 1.645x0.0184)].  


Benchmark Dose Evaluation



To facilitate this evaluation, EPA redefined the data set into groups of 25 individuals (27 in the last group).  These data are summarized in the table below.


		Exposure Fibers-yr/cc


Median


(Range)

		Discrete Pleural Thickening

		Diffuse Pleural Thickening

		Discrete or Diffuse Pleural Thickening

		Parenchymal Change

		Any Change



		0.0452


(0.00778-.0787

		1/25

		0/25

		1/25

		0/25

		1/25



		0.121


(0.0799-0.192

		2/25

		0/25

		2/25

		0/25

		2/25



		0.276


(0.202-0.368)

		1/25

		0/25

		1/25

		0/25

		1/25



		0.489


(0.371-0.584)

		6/25

		0/25

		6/25

		0/25

		6/25



		0.725


(0.616-0.853

		6/25

		0/25

		6/25

		0/25

		6/25



		0.854


(0.853-1.06)

		8/25

		0/25

		8/25

		0/25

		8/25



		1.38


(1.07-1.82)

		7/25

		0/25

		7/25

		0/25

		7/25



		2.26


(1.87-2.69)

		10/25

		1/25

		10/25

		2/25

		11/25



		3.74


(2.84-7.96)

		12/25

		4/25

		12/25

		0/25

		12/25



		11.3


(8.31-19.0)

		16/27

		5/27

		16/27

		5/27

		17/27



		Total

		69/252

		7/252

		69/252

		10/252

		71/252





The modeling used the median exposure and any radiographic abnormality.  A summary of the calculations follows.  The Log-Logistic model provides the best fit based on a combination of visual fit, P value (P >0.1), and lowest AIC value.


		Model

		P value

		AIC

		BMC05

		BMCL05



		Gamma

		0.123

		268.587

		0.44019

		0.311693



		Logistic

		0.0183

		276.496

		

		



		Log-Logistic

		0.518

		262.481

		0.213216

		0.14165



		Multistage

		0.123

		268.587

		0.44019

		0.311693



		Probit

		0.0203

		276.061

		

		



		Log-Probit

		0.0199

		274.453

		

		



		Quantal Linear

		0.123

		268.587

		0.440191

		0.311693



		Weibull

		0.123

		268.587

		0.440191

		0.311693





==================================================================== 


   
  Logistic Model. (Version: 2.10; Date: 09/23/2007) 


  
  Input Data File: C:\BMDS\LIBBY.(d)  


  
  Gnuplot Plotting File:  C:\BMDS\LIBBY.plt


 






Mon Mar 24 11:04:37 2008


==================================================================== 


 BMDS MODEL RUN 


~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~


The form of the probability function is: 


   P[response] = background+(1-background)/[1+EXP(-intercept-slope*Log(dose))]


Dependent variable = COLUMN3


Independent variable = COLUMN1


Slope parameter is restricted as slope >= 1


Total number of observations = 10


Total number of records with missing values = 0


Maximum number of iterations = 250


Relative Function Convergence has been set to: 1e-008


Parameter Convergence has been set to: 1e-008


User has chosen the log transformed model


Default Initial Parameter Values  


background = 0


intercept  = -1.5161


slope      =  1


Asymptotic Correlation Matrix of Parameter Estimates


( *** The model parameter(s)  -slope have been estimated at a boundary point, or have been specified by the user, and do not appear in the correlation matrix)


             background    intercept


background   1             -0.71


intercept    -0.71          1


Parameter Estimates


                                         95.0% Wald Confidence Interval


Variable     Estimate     Std. Err.     Lower Conf. Limit   Upper Conf. Limit


background   0.0542569    *             *                   *


intercept    -1.39899     *             *                   *


slope        1            *             *                   *


* - Indicates that this value is not calculated.


Analysis of Deviance Table


Model         Log(likelihood)  # Param's  Deviance  Test d.f.   P-value


Full model    -125.67          10


Fitted model  -129.24          2          7.14051      8        0.5216


Reduced model -149.838         1         48.3357       9        <.0001


           AIC:         262.481


Goodness of Fit 


                                                                Scaled


     Dose     Est._Prob.    Expected    Observed     Size      Residual


-----------------------------------------------------------------------


    0.0452     0.0647         1.617         1          25       -0.502


    0.1210     0.0817         2.042         2          25       -0.031


    0.2760     0.1146         2.865         1          25       -1.171


    0.4890     0.1561         3.903         6          25        1.155


    0.7250     0.1978         4.945         6          25        0.529


    0.8540     0.2189         5.473         8          25        1.222


    1.3800     0.2946         7.364         7          25       -0.160


    2.2600     0.3929         9.823        11          25        0.482


    3.7400     0.5082        12.706        12          25       -0.282


   11.3000     0.7504        20.261        17          27       -1.450


 Chi^2 = 7.17      d.f. = 8        P-value = 0.5180


Benchmark Dose Computation


Specified effect = 0.05


Risk Type        = Extra risk 


Confidence level = 0.95


BMD              = 0.213216


BMDL             = 0.14165


Specified effect = 0.10


Risk Type        = Extra risk 


Confidence level = 0.95


BMD              = 0.450123


BMDL             = 0.299083


Specified effect = 0.01


Risk Type        = Extra risk 


Confidence level = 0.95


BMD              = 0.0409203


BMDL             = 0.0271853
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Calculation of the Point of Departure (POD) from the LEC05 from the Cox Regression or the BMCL05

The LEC05 or BMCL05 calculated above must be converted to a Human Equivalent Concentration for continuous exposure (that is 7 days per week and 24 hours per day).  EPA’s 1994 Inhalation Dosimetry guidance (EPA, 1994) recommends adjusting data from an occupation study using the assumption that exposure occurs 5 days per week and that the worker breathes 10 m3 during an 8-hour work shift and 20m3 in a 24 hour day.  Using this procedure, the adjustment factor is (5/7 x 10/20) and the human equivalent concentration would be LEC05 or BMCL05 x 5/7 x 10/20.


There is uncertainty about the actual work shift in the facility.  The UC researchers assumed that each individual worked each calendar day in the year.  It is known that during the winter and early spring the individuals worked more than an 8 hour shift and more than 5 days per week.  The individuals worked a more normal work shift the remainder of the year.  Unfortunately, work histories to the needed level of precision are not available.  Therefore, it is uncertain whether the correction for the number of days worked per week should be 5/7, 6/7, or 7/7.  It is also uncertain how to adjust the assumption that a worker breathes 10 m3 during an 8-hour work shift to the actual hours per day worked for each individual.  EPA assumed that a reasonable range of actual work history would include:


1) 6 months at 10 hrs/day, 6 days/wk, and 6 months at 8 hrs/day, 5 days/wk


2) 4 months at 12 hrs/day, 6 days/wk, and 8 months at 8 hrs/day, 5 days/wk


3) 12 months at 8 hrs/day, 7 days/wk


4) 12 months at 8 hrs/day, 6 days/wk


5) 12 months at 8 hrs/day, 5 days/wk


Of these possibilities, EPA made the judgment that scenarios 1, 2, and 4 were the most probable and scenarios 3 and 5 were the least probable.  In the absence of any firm guidance on how to choose a preferred value, EPA decided to use a correction factor derived from the geometric mean of scenarios 1, 2, and 4 in this assessment.


The first step is to calculate the correction factor for the number of days worked in a calendar year using scenarios 1, 2, and 4 with the assumption that each person worked 50 weeks per year with the 2 week vacation during non-peak time in the facility.


1) 6 days/week x 27 weeks + 5 days/week x 23 weeks = 277 days


2) 6 days/week x 18 weeks + 5 days/week x 32 weeks = 268 days


3) 6 days/week x 50 weeks = 300 days


The geometic mean of these values is (277 x 268 x 300) (1/3) = 281.3489


The correction factor for days/year is 281.3489/365.


The next step is to calculate the correction factor for breathing rate for scenarios 1, 2, and 4.  EPA assumed the breathing rate of the worker during his shift is 1.25 m3/hr [10 m3/8 hours] and his breathing rate while not working is 0.625 m3/hr [10 m3/16 hours]. For the 12 hour work shift the breathing rate is 15 m3 [12 hrs x 1.25 m3/hr] and the total breathing rate for 24 hours is 22.5 m3/day [12 hrs x 1.25 m3/hr + 12 hrs x 0.625 m3/hr]; for the 10 hour work shift the breathing rate is 12.5 m3 [10 hrs x 1.25 m3/hr] and the total breathing rate for 24 hours is 21.25 m3/hr [10 hrs x 1.25 m3/hr + 14 hrs x 0.625 m3/hr]; for the 8 hour work shift the breathing rate is 10 m3 [8 hrs x 1.25 m3/hr] and the total breathing rate is 20 m3/hr [8 hrs x 1.25 m3/hr + 16 hrs x 0.625 m3/hr].  The geometric mean is (15/22.5 x 12.5/21.5 x 10/20) (1/3) = 0.57865.

The Point of Departure based on cumulative exposure (24 hrs/day, 365 days/year) is:


POD = LEC05 x 281.3489/365 x 0.57865 = 0.204 x 281.3489/365 x 0.57865 = 0.0910 fiber-yr/cc


POD = BMDL05 x 281.3489/365 x 0.57865 = 0.14165 x 281.3489/365 x 0.57865 = 0.0632 fiber-yr/cc


As the Cox Regression analysis giving the LEC05 is considered the more robust analysis, the POD of 0.0910 fibers-yr/cc is used to derive the RfC.


Calculations using Concentration Only (fibers/cc)


For some applications of the RfC for LA, it is useful to have the exposure in concentration units only (fibers/cc).  The average concentration of Libby Amphibole to which each worker was exposed was calculated by dividing cumulative exposure (fibers-yr/cc) by the duration of exposure (years of exposure) for each individual.


Cox Regression Evaluation

Analysis using the full model showed that cumulative exposure to fibers was statistically significant (p = 2.3E-13, based on n = 252) but other covariates were not (smoking history, p = 0.89; body mass index, p = 0.13; and sex, p = 0.13; based on n = 218 because of some missing values for body mass index). Up to two-way interactions among these variables were also not significant as determined by the step Akaike information criterion.  Accordingly these other covariates were not included in further analysis.  The best fitting model result based on r2 used the hire date for time of first exposure and no stop or follow-up time.  The slope (beta) was 2.78 (fiber/cc)-1 and the robust standard error was 0.348 (fiber/cc)-1 with r2 = 0.154.  Analysis of dfbeta residuals showed there were no influential observations.  All other residual tests showed no outliers or proportional hazard assessment (PHA) violations.  From these results, the EC05 is 0.0180 (fiber/cc) [0.05/2.78] and the LEC05 (95% lower confidence limit) is 0.0149 (fiber/cc [0.05/(2.78 + 1.645 x 0.348].


Benchmark Dose Evaluation


To facilitate this evaluation, EPA grouped the data into nine exposure intervals as summarized in the following table.  No individual in the cohort had an exposure below 0.031 fibers/cc.


		Exposure Fibers/cc


Median


(Range)

		Discrete Pleural Thickening

		Diffuse Pleural Thickening

		Discrete or Diffuse Pleural Thickening

		Parenchymal Change

		Any Change



		0.031


(0.031)

		1/19

		0/19

		1/19

		0/19

		1/19



		0.0375


(0.0313-0.0483)

		1/15

		0/15

		1/15

		0/15

		1/15



		0.049


(0.049)

		16/69

		0/69

		16/69

		0/69

		16/69



		0.0668


(0.0491-0.106)

		4/25

		0/25

		4/25

		0/25

		4/25



		0.11


(0.11)

		6/22

		0/22

		6/22

		0/22

		6/22



		0.143


(0.117-0.159)

		6/25

		0/25

		6/25

		0/25

		6/25



		0.212


(0.162-0.259)

		6/25

		1/25

		6/25

		1/25

		7/25



		0.350


(0.260-0.545)

		15/25

		4/25

		15/25

		1/25

		15/25



		0.864


(0.560-1.09)

		14/27

		4/27

		14/27

		4/27

		15/27



		Total

		69/252

		10/252

		69/252

		7/252

		71/252





Modeling used the median concentration and any radiographic abnormality.  The Log-Logistic model provides the best fit based on a combination of visual fit, P value (P >0.1), and lowest AIC value.  The detailed results of the Log-Logistic model are included below.


		Model

		P value

		AIC

		BMC05

		BMCL05



		Gamma

		0.1994

		280.024

		0.0979137

		0.0665516



		Logistic

		0.0698

		283.621

		

		



		Log-Logistic

		0.2987

		278.406

		0.0627035

		0.0363146



		Multistage

		0.1994

		280.024

		0.0476679

		0.0323997



		Probit

		0.0758

		283.346

		

		



		Log-Probit

		0.129

		281.586

		0.120369

		0.0841725



		Quantal Linear

		0.1994

		280.024

		0.0476679

		0.0323997



		Weibull

		0.1994

		280.024

		0.0476679

		0.0323997





==================================================================== 


   
  Logistic Model. (Version: 2.10; Date: 09/23/2007) 


  
  Input Data File: C:\BMDS\LIBBY_CONC.(d)  


  
  Gnuplot Plotting File:  C:\BMDS\LIBBY_CONC.plt


 






Mon Mar 24 12:44:38 2008


==================================================================== 


BMDS MODEL RUN 


~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~


The form of the probability function is: 


   P[response] = background+(1-background)/[1+EXP(-intercept-slope*Log(dose))]


Dependent variable = COLUMN3


Independent variable = COLUMN1


Slope parameter is restricted as slope >= 1


Total number of observations = 9


Total number of records with missing values = 0


Maximum number of iterations = 250


Relative Function Convergence has been set to: 1e-008


Parameter Convergence has been set to: 1e-008


User has chosen the log transformed model


Default Initial Parameter Values  


background = 0


intercept  = 0.836382


slope      = 1


Asymptotic Correlation Matrix of Parameter Estimates


( *** The model parameter(s)  -slope have been estimated at a boundary point, or have been specified by the user, and do not appear in the correlation matrix)


             background    intercept


background   1             -0.8


intercept    -0.8           1


Parameter Estimates


                                         95.0% Wald Confidence Interval


Variable     Estimate   Std. Err. Lower Conf. Limit   Upper Conf. Limit


background   0.0974609  *         *                   *


intercept    0.572113   *         *                   *


slope        1          *         *                   *


* - Indicates that this value is not calculated.


Analysis of Deviance Table


Model         Log(likelihood)  # Param's  Deviance  Test d.f.   P-value


Full model    -132.815         9


Fitted model  -137.203         2           8.77659  7           0.2691


Reduced model -149.838         1          34.0461   8           <.0001


           AIC:         278.406


Goodness of Fit 


                                                                Scaled


    Dose     Est._Prob.    Expected    Observed     Size       Residual


-----------------------------------------------------------------------


    0.0310     0.1445         2.745         1          19       -1.139


    0.0375     0.1537         2.305         1          15       -0.935


    0.0490     0.1696        11.700        16          69        1.379


    0.0668     0.1930         4.825         4          25       -0.418


    0.1100     0.2447         5.383         6          22        0.306


    0.1430     0.2799         6.998         6          25       -0.445


    0.2120     0.3439         8.598         7          25       -0.673


    0.3500     0.4429        11.074        15          25        1.581


    0.8640     0.6434        17.372        15          27       -0.953


 Chi^2 = 8.40      d.f. = 7        P-value = 0.2987


Benchmark Dose Computation


Specified effect = 0.05


Risk Type        = Extra risk 


Confidence level = 0.95


BMD              = 0.0297017


BMDL             = 0.0172017


Specified effect = 0.10


Risk Type        = Extra risk 


Confidence level = 0.95


BMD              = 0.0627035


BMDL             = 0.0363146


Specified effect = 0.01


Risk Type        = Extra risk 


Confidence level = 0.95


BMD              = 0.00570032


BMDL             = 0.00330133
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The LEC05 or BMDL05 was adjusted to continuous exposure (see above).  The Point of Departure based on concentration is:


POD = LEC05 x 281.3489/365 x 0.57865= 0.0149 x 281.3489/365 x 0.57865 = 0.00665 fiber/cc


POD = BMDL05 x 281.3489/365 x 0.57865 = 0.0363146 x 281.3489/365 x 0.57865 = 0.0162 fiber/cc


As the Cox Regression analysis giving the LEC05 is considered the more robust analysis, the POD of 0.00665 fibers/cc is used to derive the RfC.
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